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OEM User Defined Policies

 Our Grid Control Environment

 Our Challenge

 Grid Control Solution

 User Defined Policies – Use Case
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Maximum Availability Architecture

Presenter
Presentation Notes
First I would like to introduce our EM Grid control infrastructure. It is composed of 2 OMS servers accessed by agents via a hardware load balancer and using a repository  which is hosted in 2 nodes RAC Database. This has been set up on a so called Maximum Availability Architecture (as described on Oracle Best practice for High Availability documentation). 

This infrastructure is used to monitor some 1500 targets which includes 200 DB instances and over 50 RACs (which corresponds to more 200 servers).



Our Challenge

 Minimize cost of monitoring growing 
architecture

 Provide timely, standardized access to 
meaningful information

 Enable pro-active management & problem 
avoidance

 Identify and remove configuration exceptions

Presenter
Presentation Notes
Our main challenge is that we have to do more with less . We need Grid Control for various reasons:
<click>
As we add more and more hosts, databases, and application servers to our environment, we have to be able to monitor and manage them without increasing manpower.
<click>
All members of our team must be able to get access to timely and accurate information through a central interface.
<click>
We have to be notified of potential issues before they become a problem for our customers.  We must also be able to proactively manage our environment to avoid problems.
<click>
We can not longer afford to manage each machine and Oracle installation individually. We must be able to automatically check configuration compliance.



Grid Control Solution

Metrics/Policies

Templates

Grid Control
Web Interface

Out of the box
& Custom Reports

Violation 
Reports

DBAs/SysAdmins

Security policy

Management

Targets
-Databases
-Hosts
-Listeners

Service 
Catalogue Repository

views

Databases/Hosts 
etc.

Discovery

Presenter
Presentation Notes
In this presentation we are going to focus in one part of our Grid Control infrastructure. That is the User Defined Metrics and particularly User Defined Policies. Grid Control is monitoring several Targets (DB’s,Hosts, etc). In parallel, we have built our ITIL Service Catalogue and Discovery System which notifies about new targets (such as new hosts), so that they can be added to Grid Control. Since then on, the new target is monitored using Grid Control.

At the same time, UDM and UDP are created and applied through templates to the concerned targets.

Grid Control is taking care of warning about compliance violations (security, configuration, etc). It also provides online access to all this information and more to all actors (DBA’s, SysAdmins, Managers, etc)











========================================================================   



To address these challenges we build a solution based on various components:

- On one side we have ITIL service catalogue which describes all our infrastructure. That is combined with  








I’ll now build up a picture in order to illustrate how we have addressed each of these 4 questions.

We start with the Grid Control and the targets that have been discovered.

<click>

We now introduce what is known in ITIL as our service catalogue, which contains details of all the hosts, databases, application servers etc used to provide our services.  
In our case this is an xml file.
This service catalogue is the central point where backups and automated recoveries of our databases, plus environment profiles are configured, so we can be sure that anything that should be managed is listed here.

<click>

We then use the EM repository views to identify any hosts or components that are used by our services, but are not known within the grid control system.  This is regularly run and a warning sent if violations are found.

<click>

We then make sure that the violating environments are discovered correctly and included in our monitoring

<click>

This answers questions 1 – are we monitoring everything that we should be.

<click>

Next, we take the Grid Control metrics and policies, 

<click>

and group them into templates.  

<click> 

These templates are then applied en masse to the targets.  

<click>

The Grid Control web interface, along with out of the box and custom reports are then used to identified violations to the policy rules we have applied.

<click>

Together, these answer questions 2 and 3 – What is the current state of our targets, and where can we get the greatest return on investment with our efforts.

<click>

So now, going back to the metrics, policies, and templates 

<click>

We have created a nightly job that automatically re-applies the templates to all targets, thus ensuring that all of our chosen metrics and policies are applied to all newly discovered targets that may have slipped through the net.

<click>

We also send compliance violation reports to members of management in order to raise the visibility and profile of the compliance effort.

<click>

Together, these answer question 4 – how can we make this sustainable?

<click>

As an added bonus, the information provided by the Grid Control interface and reports can be used to identify any violations of a written security policy so that efforts can be made in training or violation reduction.



User Defined Policies - Use case

 User Defined Metric Objective: Monitor the last 
RMAN backup timestamp for all databases

 User Defined Policy Objective: Check that the 
metric has been successfully applied

Presenter
Presentation Notes
Configuration Policy is a very powerful feature in Grid Control to help IT proactive about avoiding configuration related problems. Prior to 10gR5, it was very difficult to create custom policies. This problem is solved in 10gR5 with a wizard driven interface to create User Defined Policies, allowing you to mitigate system vulnerabilities by defining and implementing configuration policies specific to their operational best practices, governance and industry standard requirements. The new interface allows you to create, edit, test, delete, export and import user defined policies

The out of the box metrics/policies don’t cover 100% of our needs so we have customized it. 
This shows flexibility of EM

In this example we focus on  metric objective which gives us the timestamp of the last RMAN backup for all our databases. Then, we will define a User Policy whose objective will be to check that that metric has been successfully applied. 



How To (1) – Using User Defined 
Policies

Presenter
Presentation Notes
First, we want to create a template to be applied to all the databases.
This template will check the age of the datafile/redolog backup files.
We want the datafile backup file to be not older than  4 days (96 hours)



This can be done on the “Compliance” tab -> “setup” -> “Monitoring Templates”




How To (2) – Using User Defined 
Policies

Presenter
Presentation Notes
In the Policies Library, we search for specific policies. In this case, the policy we have created for this example contains the string rman within its name.




This can be done on the “Compliance” tab -> “Library”



How To (3) – Using User Defined 
Policies

Presenter
Presentation Notes
Here’s the user defined policy we created for this example – note the pencil icon in the ‘Edit’ column. That pencil means that we can edit/modify that policy. We get into editing it….



How To (4) – Using User Defined 
Policies

Presenter
Presentation Notes
Then we fill in the severity, category, description, etc of the user defined policy we want to create



How To (5) – Using User Defined 
Policies

Presenter
Presentation Notes

Once filled up the details of the policy, one can define the SQL query associated to it which is the base of the user defined policy ….




How To (6) – Using User Defined 
Policies

select target_guid as TARGET_GUID, 1 "VALUE" 
from mgmt$target_metric_settings
where collection_name='Age of datafile 
backup'
and target_type='oracle_database' 
union
select target_guid as TARGET_GUID, 0 "VALUE" 
from mgmt$target where 
target_type='oracle_database'
and target_guid not in (select target_guid 
from mgmt$target_metric_settings
where collection_name='Age of datafile 
backup'
and target_type='oracle_database')

Presenter
Presentation Notes
This SQL query works on a metric that has been collected and is stored in the repository database and is then used by this policy.




How To (7) – Using User Defined 
Policies

Presenter
Presentation Notes
The result of the SQL query that has been created shows if the metric has been successfully applied or not to a database.




How To (8) – Using User Defined Policies

Presenter
Presentation Notes
We can now test the this new policy by applying it to a chosen test database (RMAN_T_new in our case) before saving it. VALUE=0 indicates that it is OK.




View policy results

Presenter
Presentation Notes
This shows that the policy is included in 2 Monitoring templates, and is currently applied to 97 targets.  You can drill down on these links to go to the templates or policy associations pages.



View policy results

Presenter
Presentation Notes
Drill down on the 97 targets and see the current policy evaluation.  This slide is interesting as it shows several targets where the policy had been disabled for some reason.  We are then able to quickly rectify this (which is always better  than finding out it when you need to restore a database from backup)



Other Examples – Using User Defined 
Policies

 Monitor if DB auditing is enabled

 Monitor if the audit data management procedure has 
been applied or if the login auditing trigger is enabled

 Monitor if the truncate audit procedure exists

Presenter
Presentation Notes
We are extending the number of user defined policies at CERN. Other examples are listed in this slide….



Conclusion (I): Cost benefits

 Example:

 Without Grid Control:
Monitoring task (EM policy) Time consumed
Time spent in a task per
database per month

1 task x 5 mins x 1 month x 1db
=  5 mins/month

Time spent in checking a task 
for all the databases

1 task x 5 mins x 1 month x 100 db 
= 8 hours/month

Time spent in checking all 
tasks for all the database

8 hours x 20 tasks
= 166 hours/month

Conclusion => 1 post (FTE) just to check policies!!!!!!!

Presenter
Presentation Notes
In conclusion, Grid Control help us reducing manpower needs. If we estimate that it takes some 5 minutes for a DBA to check, for example, the timestamp of last RMAN backup manually in a single database. If we need to manage some 100 DB instances and if we want to do similarly for a total of some 20 parameters, then it adds up very quickly to 1 post (1 FTE)!!!



Conclusion (II): Cost benefits

 Example:

 With Grid Control:

Monitoring task (EM policy) Time consumed
Time spent in the initial effort in 
setting up:
 The User Defined Metric
 The User Defined Policy

It takes a few hours each.
No overhead in re-running the 
policy.

Conclusion => The post (FTE) can invest the time in taking new 
projects without increasing costs

Presenter
Presentation Notes
If we then compare with the manpower cost for doing the same with Grid Control….we need just few hours to define our UDM and UDP’s. Once this is done they can be replayed as much as needed and in any number of targets with no additional cost. The saved manpower can be invested in other matters.



Conclusion (III): Increased productivity

 Furthermore…  Grid control reduces manpower 
needs by:
 Providing centralized access to meaningful 

information
 Enforcing compliance with our standards
 Decreasing time consumed by daily operations
 Reducing downtime by pro-active monitoring
 Assisting DBAs in their tuning and performance 

improvement tasks
 …and all with little additional effort even for a 

constantly expanding IT infrastructure

Presenter
Presentation Notes
That is one example of increasing productivity with Grid Control. Moreover, it helps improving our working methodology by:

…..



Oracle OpenWorld 2009

 Carlos Garcia Fernandez
 Manuel Guijarro Plaza
 Nilo Segura Chinchilla



Outline

 OOW 2009: General Overview
 Attended sessions
 Personal meetings

OOW 2009 - 22



OOW 2009: General Overview

 40000+ attendees (too big)
 5 days long
 ~2000 presentations (sessions+keynotes)
 Very fruitful personal meetings (jrockit,VM..)
 Many commercial and product managers

OOW 2009  - 23

Presenter
Presentation Notes
OOW 2009 is a too big conference. Difficult to follow up everything that is going on, since it covers all elements of Oracle Products: DB’s, applications, middleware, Fabric Management, Hardware,…and this year with new elements of recently purchased products (Weblogic, PeopleSoft, etc). Being so big, it is may be difficult to provide focuses and technically detailed content.

CERN presentations went well, as well as meetings with Product Managers of the various test product programmes CERN is involved in (JRockIT + WebLogic, OVM and new OEM features. 






Attended Sessions

 OEM
 Virtualization
 WebLogic VE / Jrockit
 Exadata/RAC
 Performance

CERN openlab – 2008 24



OEM: Manuel’s Session

OOW 2009  - 25

Session focused on OEM Configuration Management Pack with 
a couple of 15 min success stories (including CERN’s)

Presenter
Presentation Notes
In the session a general overview of OEM Configuration Management Pack was given, focusing on how it helps improving productivity. Manuel was the 2nd speaker (15 mins) and in the room there were some 50 people and one question for all speakers at the end of the session on compatibility between different OEM versions.

This presentation as well as all feedback provided to Oracle (Andy Oppenheim) about possible improvements to OEM, has been perceived by Oracle as a very useful exercise  and CERN has been thanked for that. 

Currently CERN’s participation in 11.2 DB and Fusion Middleware is being studied. More in next meeting with Andy Bulloch at UKOUG. 




Personal meetings

 WLS-VE
 OVM

OOW 2009 - 26



JRockit VEOS

JRockit VE: Removing the OS and 
Creating a More Efficient Software Stack

 Customized to run single Java process
 No shell access allowed
 Headless

© 2009 Oracle Corporation 27

VM with Standard Guest OS VM with JRockit VE

• ~1GB -> ~2 MB
• Improved performance
• Simplified configuration
• Increased security

JRockit JVM
Application

Application

File
Net

OOW 2009 - 27



WebLogic Server Virtual Edition
Product Taxonomy

• WebLogic Server Virtual Edition
– Virtual machine containing WLS and JRockit VE
– Designed to run on Oracle VM, without an operating 

system
– Users can create their own virtual machine images 

containing WLSVE and their domains and applications
• JRockit VE

– JRockit VE is the JRockit JVM extended so it can run 
directly on virtual hardware, and optimized for running 
Java on OVM and x86 hardware 

• JRVE Image Tool
– Create and edit the virtual machine images

OVM

x86

WLSVE

WLS

JRockit VE

OOW 2009 - 28



Personal meeting: WLS-VE

 License to OVM through WLS-VE Early bird 
program (expected 1 year long validity)

 Offered to collaborate with Credit Suisse
 Offered to participate in Jrockit Flight 

Recorder Early bird program
 Testing program already arranged

OOW 2009 - 29



WLS-VE details

 9-13 Nov. OVM installation and testing
• 10th Nov. @ 16h00 OVM training

 19-20 Nov. JRVE & WLS experts at CERN
 10th Dec. Results sharing with the Product 

Manager and Credit Suisse

OOW 2009 - 30



Oracle VM

 Roadmap: Releases 2.2 & 3
 Oracle VM Templates

 State University of New York (7 OVM hosts with 
50+ VMs iSCSI storage)

 Virtualize with Oracle VM
 RACs on Oracle VM (interesting live 

demonstration based in templates)
 OVM @ Mercado Libre

 37.8 millions users / 320 servers
 Reduction: 4:1 power 50:1 storage 4:1 cooling

OOW 2009  - 31



Personal Meeting: OVM

 Explained CERN’s Fabric Management 
Infrastructure

 Creation of templates with Oracle VM 
Template Builder

 Provisioning using OEM

OOW 2009 - 32



Many thanks
 Monica Marinucci
 Andrew Bulloch
 Andy Oppenheim
 Tuva Palm
 Madhup Gulati

-Presentation as well as all feedback provided to Oracle, has been 
perceived as a very useful exercise  and CERN has been thanked for 
that. 
-Currently CERN’s participation in 11.2 DB and Fusion Middleware is 
being studied.
-More in next meeting at UKOUG.

CERN openlab – 2009 33



OOW 2009 – Questions?

OOW 2009- 34
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